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Decision/action requested

Please consider the presented rationale and endorse the proposals.
2
References

[1]
3GPP TS 28.622: “Generic Network Resource Model (NRM)”
[2]
3GPP TS 28.532: “Generic management services”
[3]
3GPP TS 32.300: “Configuration Management (CM); Name convention for Managed Objects”

[4]
3GPP TS 28.550: “Performance assurance”

3
Rationale

The PerfMetricJob in [1] enables the MnS Consumer to configure the required performance measurements from the desired scope of measured objects. The scope of measured objects can be indicated by a list of DNs or a list of root object instances where all the objects under the root object instances are scoped for performance measurements production. 

Addition or removal of a cell in a base station is a very common scenario for the network Operator in different use cases such as energy saving, load balancing, etc. When it happens on a base station reporting performance measurements via streaming method, the existing data streams carrying the performance measurements of the added/removed cells must be updated accordingly. In other words, the dynamic changes in the measured entities (cells in this example) need to be reflected in the reported data StreamInfo [2]. 

Observation 1: If the reported data changes (e.g. new cell's data is included in the stream, or old cell's data is removed from the stream) without updating it in the StreamInfo, the full data set may become un-useable for the Operator (hours' worth of collected data may need to be discarded). With the current version of the [2], only one measured object DN can be provided in the StreamInfo during the stream connection establishment. And it is not possible to update the StreamInfo dynamically (after a stream has been established) to accommodate the changed data streams for the scenario of add/removal of measured entities. The only possible workaround available to the Operator is to detect the configuration changes in the measured entities, abort and restart/recreate the performance measurements collection jobs "touching" these entities. Obvious shortcomings are the need to synchronize the PM and CM functionalities at the consumer side (e.g. at the Network Operations Center), loss of data for the periods where the collection jobs are being re-established and potential data corruption/inconsistencies in the periods immediately surrounding the job updates.
Observation 2: Currently, [2] specifies the use of out-of-band signalling between Streaming data reporting MnS Producer and Consumer using StreamInfo structure to provide the measured object instance identifier - Distinguished Name (DN), as the stream of measurements data is not enabled to indicate the changes to the measured object instance(s). It is not possible to dynamically update the stream of measurement data with added/removed measured object instances dynamically at reporting interval. This brings additional complexity in Producer and Consumer implementation and complex exception handling scenarios, as the stream of data does not carry all the information and the Consumer needs to have prior information from out-of-band signalling to understand the measured entities whose data is received in the stream. This is not a reliable method, disconnect (interrupted connection) is a likely event at the Consumer side resulting in a situation where the Consumer may not be able to associate the received counters with the measured entity. The timely delivery of the measurements results may be affected.
Observation 3: Relying on the use of out-of-band signalling (establishStreamConnection / addStream / deleteStream) for each reported measured object instance DN brings a lot of overhead, does not scale and may not be feasible to implement at Producer side or Consumer side. As an example, the Producer may have large number of objects for which the measurement counters are to be reported, reaching in some cases in overall a million instances, resulting in huge amount of out-of-band signalling to be managed by both Producer and Consumer.
Summary: The existing standardized solutions for streaming PMs are static. There are no means to communicate the dynamic changes of measured entities even in StreamInfo.
Proposal 1: The DNs of the measured object instances can be reported along with the corresponding measurements. But each DN can be up to 400 bytes long according to [3]. It is not an efficient solution to use up to 400 bytes for each of the measurement (which is typically 100 times smaller).
Proposal 2: The PM dictionary is an option to consider. But the PM dictionary is static and it comes from the vendor (onboarded with the product) and cannot be modified. Hence it may not solve the problem of dynamic changes to the measured entities as described in the above observations.

Proposal 3: Proposal is to introduce a mechanism allowing to encode the measured objects' DNs using alias(es) under a given reporter of the PMs. It is proposed to have a mapping table associating partial or complete measured objects' DNs to their aliases. An alias can also be just a number. Unlike the PM dictionary, this can be changed runtime. 
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Detailed proposal

It is proposed to enhance the streaming schema of PMs in 3GPP TS 28.550 [4] with a mapping table of the DNs and their aliases (Proposal 3 from the above discussion).
